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Abstract
Background  Hyperglycemic crisis is one of the most common and severe complications of diabetes mellitus, 
associated with a high motarlity rate. Emergency admissions due to hyperglycemic crisis remain prevalent and 
challenging. This study aimed to develop and validate predictive models for in-hospital mortality risk among patients 
with hyperglycemic crisis admitted to the emergency department using various machine learning (ML) methods.

Methods  A multi-center retrospective study was conducted across six large general adult hospitals in Chongqing, 
western China. Patients diagnosed with hyperglycemic crisis were identified using an electronic medical record (EMR) 
database. Demographics, comorbidities, clinical characteristics, laboratory results, complications, and therapeutic 
interventions were extracted from the medical records to construct the prognostic prediction model. Seven machine 
learning algorithms, including support vector machines (SVM), random forest (RF), recursive partitioning and 
regression trees (RPART), extreme gradient boosting with dart booster (XGBoost), multivariate adaptive regression 
splines (MARS), neural network (NNET), and adaptive boost (AdaBoost) were compared with logistic regression (LR) for 
predicting the risk of in-hospital mortality in patients with hyperglycemic crisis. Stratified random sampling was used 
to split the data into training (80%) and validation (20%) sets. Ten-fold cross validation was performed on the training 
set to optimize model hyperparameters. The sensitivity, specificity, positive and negative predictive values, area under 
the curve (AUC) and accuracy of all models were computed for comparative analysis.

Results  A total of 1668 patients were eligible for the present study. The in-hospital mortality rate was 7.3% 
(121/1668). In the training set, feature importance scores were calculated for each of the eight models, and the top 
10 significant features were identified. In the validation set, all models demonstrated good predictive capability, 
with areas under the curve value exceeding 0.9 with a F1 score between 0.632 and 0.81, except the MARS model. Six 
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Background
Diabetes Mellitus (DM) is among the most prevalent 
chronic diseases worldwide. affecting approximately 
537  million individuals today. It is projected that the 
number will rise to 700  million by 2045, posing signifi-
cant challenges to global health systems. Diabetes not 
only leads to substantial morbidity and mortality, with 
over 400 million deaths annually, but also imposes a con-
siderable burden on individuals, societies, and national 
economies. In China, it is reported that the number of 
people with diabetes are 141 million in 2021 and that it 
will increase to 174  million by 2045. Notably, 51.7% of 
individuals with diabetes in China remain undiagnosed 
[1]. Hyperglycemic crisis (HC) represents one of the 
most severe acute metabolic complications of diabetes 
that encompasses diabetic ketoacidosis (DKA), hyper-
osmolar hyperglycemic state (HHS) and DKA combined 
with HHS (DKA-HHS) [2-4]. DKA and HHS share simi-
lar pathophysiological mechanisms, though with some 
distinctions. The underlying mechanisms of HHS are 
not as thoroughly understood [5, 6]. DKA is a complex 
metabolic disorder primarily caused by either an abso-
lute or relative deficiency in insulin, accompanied by 
elevated levels of catecholamines, cortisol, glucagon, 
and growth hormones [5, 7]. Hyperglycemia in DKA is 
driven by three main processes: increased gluconeogen-
esis, enhanced glycogenolysis, and reduced glucose uti-
lization by peripheral tissues. The insulin deficiency and 
heightened counterregulatory hormones in DKA also 
promote lipolysis, leading to the release of free fatty acids 
from adipose tissue into the bloodstream. These fatty 
acids are then converted into ketones by the liver. The 
resulting surge in free fatty acids and ketones exacerbates 
hyperglycemia by inducing insulin resistance, ultimately 
leading to ketonemia and metabolic acidosis [8]. DKA, 
characterized by hyperglycemia (> 250  mg/dL), meta-
bolic acidosis and increased blood ketone concentration, 
is more common among young individuals with type 1 
diabetes mellitus (T1DM). Conversely, HHS is defined 

by severe hyperglycemia (> 600 mg/dL), hyperosmolarity 
and dehydration, without ketoacidosis, and it predomi-
nantly affects older patients with type 2 diabetes melli-
tus (T2DM) [8]. Although DKA occurs more commonly 
in patients with T1DM, the cumulative number of cases 
of DKA reported in patients with T2DM represents at 
least one-third of all cases [9]. Hyperglycemic crisis often 
present abruptly and progress rapidly, requiring imme-
diate medical attention. Most of the patients attend the 
emergency department for medical care [10], reflecting 
the acute and critical nature of these conditions. Stud-
ies analyzing trends over time, particularly from 2006 to 
2017, have reported persistently high ED attendance rates 
for hyperglycemia in countries such as the United States 
and Italy [11, 12].Without timely and effective treatment, 
hyperglycemic crises can result in severe complications, 
including organ failure, coma, cerebral edema, and even 
death. Additionally, patients may face an elevated risk of 
recurrent hyperglycemic episodes in the future [13].

Therefore, emergency physicians and nurses play a 
crucial role in managing patients with hyperglycemic 
crisis. Despite advancements in treatment techniques, 
particularly in developed countries, mortality rates 
remain alarmingly high, exceeding 10% in some devel-
oping regions [14, 15]. Mortality in patients with HHS 
is reported to be between 5% and 16%, which is around 
10 times higher than that of patients with DKA [16]. In 
China, the mortality rate for hyperglycemic crisis has 
been reported at 10.8% [17]. Although several studies 
have reported risk factors affecting death in patients with 
hyperglycemic crisis, most of them were single-center 
with small sample sizes [18-21]. Owing to the small num-
ber of patients, a limited study population, and a high 
risk of bias in these studies, the ability to predict mortal-
ity remains unknown.

Nowadays, machine learning (ML) is popular in dis-
ease prediction fields. Machine learning is a new artifi-
cial intelligence discipline, that can be applied to the large 
datasets of multidimensional variables to explore the 

machine learning algorithm models outperformed the referred logistic regression algorithm except the MARS model. 
Among the selected models, RPART, RF, and SVM achieved the best performance in the selected models (AUC values 
were 0.970, 0.968 and 0.968, F1 score were 0.652, 0.762, 0.762 respectively). Feature importance analysis identified 
novel predictors including mechanical ventilation, age, Charlson Comorbidity Index, blood gas index, first 24-hour 
insulin dosage, and first 24-hour fluid intake.

Conclusion  Most machine learning algorithms exhibited excellent performance predicting in-hospital mortality 
among patients with hyperglycemic crisis except the MARS model, and the best one was RPART model. These 
algorithms identified overlapping but different, up to 10 predictors. Early identification of high-risk patients using 
these models could support clinical decision-making and potentially improve the prognosis of hyperglycemic crisis 
patients.

Clinical trial number  Not applicable.

Keywords  Hyperglycemic crisis, Machine learning, Mortality, Emergency
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nonlinear relationship between clinical indicators and 
clinical outcomes and predict the results. Its goals are 
to design and develop algorithms so that computers can 
improve the performance of data processing. This pro-
cess includes an analysis of past experience to find practi-
cal and useful laws and patterns that human may ignore. 
The development of automatic models is the central focus 
of machine learning research; for example, extracting 
rules and patterns from large datasets [22].Much effort 
has been put into the development of prediction models 
to predict the risk of mortality for patients with hypergly-
cemic crisis. Most prediction tools developed in previous 
studies rely on generalized linear models, such as logistic 
regression and Cox proportional hazard models [3, 17, 
23, 24]. However, with the rapid advancement of infor-
mation technology, the emergence of high-dimensional 
and nonlinear data poses significant challenges to these 
traditional models. Machine learning offers a robust and 
innovative approach to analyzing complex medical data, 
enabling the creation of more accurate predictive mod-
els. Given that the emergency clinicians are often the first 
to encounter patients with hyperglycemic crises, early 
and acute prognostic prediction of hyperglycemic crisis 
is critical. Such predictions can enable timely medical 
interventions, optimize resource allocation, and improve 
survival outcomes. Accordingly, this study aims to apply 
various ML algorithms to identify risk factors for mortal-
ity in hyperglycemic crises, develop predictive models, 
and validate these models through cross-validation. The 
findings are expected to provide valuable references and 

guidance for clinicians managing these life-threatening 
conditions.

Materials and methods
This study was an observational investigation based on 
electronic medical records (EMRs).

It was conducted in accordance with the principles out-
lined in the Declaration of Helsinki, and was approved by 
the Institutional Ethical Review Board of the First Affili-
ated Hospital of Chongqing Medical University (approval 
number: 2022-K212). A waiver of informed consent was 
granted due to the anonymous nature of the data used 
in the analysis. The study retrospectively included all 
patients presenting with emergency hyperglycemic cri-
ses, with data collected from six tertiary general hospitals 
affiliated with Chongqing Medical University. The data 
were obtained from the Intelligent Medical Data (IMD) 
platform, maintained by the Chongqing Medical Univer-
sity Data Science Academy. The flow chart of this study 
design is shown in Fig. 1. All statistical analyses were per-
formed using the open-source R software (version 4.1.3, 
R Foundation for Statistical Computing). A two-sided 
P-value of less than 0.05 was considered statistically sig-
nificant. Additionally, mortality prediction models for 
patients with hyperglycemic crises were developed utiliz-
ing the caret package (version 6.0–92) within the R pro-
gramming environment.

IMD platform and participants
The IMD platform serves as a centralized system for 
collecting patients’ data from participating hospitals. 

Fig. 1  The flow chart of this study design
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We extracted data from the IMD platform of patients 
admitted with hyperglycemic crisis, including dia-
betic ketoacidosis(DKA), hyperosmolar hyperglycemic 
state(HHS), and diabetic ketoacidosis combined with 
hyperosmolar hyperglycemic state (DKA-HHS) over a 
6-year period from January 1, 2015, to December 30, 
2020. Data are collected through retrospective medical 
record review and submitted using a standardized data 
collection tool. The extracted information encompassed 
patient diagnoses, laboratory indices, comorbidities, 
procedures, medications, and clinical outcomes. Patient 
encounters were initially identified based on the Inter-
national Classification of Diseases, 10th revision (ICD-
10) codes for E14.001, E14.002, E14.101, E14.102, and 
E14.103. Inclusive criteria were as follow:1) the admission 
or discharge diagnosis was DKA, HHS, or DKA-HHS, 
confirmed by clinical manifestation and laboratory exam-
ination; 2) age ≥ 14;3) admitted to the hospital through 
the emergency department. Exclusive criteria included: 
(1) after cardiopulmonary resuscitation prior to emer-
gency admission for CPR can significantly alter a patient’s 
clinical condition and subsequent outcomes, introducing 
heterogeneity that may confound the study results; (2) 
other hyperglycemia states such as stress hyperglycemia; 
(3) other ketosis states such as alcoholism and hunger 
ketosis; (4) other metabolic acidosis states; (5) gestational 
diabetes mellitus; (6) cases with missing medical records 
exceeding 30%. A total of 1668 patients diagnosed with 
HC satisfied eligibility for subsequent analysis between 
Jan 2015 and Dec 2020. This study was approved by the 
Institutional Ethical Review Board of the First Affiliated 
Hospital of Chongqing Medical University (approval 
number: 2022-K212).

Feature inclusion and data preprocessing
In the process of selecting features, we incorporated 
two sets of variables to construct our machine learning 
models. The first set comprised the variables from the 
previous study. The current mortality prediction model 
for hyperglycemic crisis used 4 variables(hypoglycemia, 
hypokalemia, acute kidney injury, and combined DKA 
and HHS) to predict mortality and was derived using 
logistic regression by Pasquel et al. [3]. Hence, we 
included the 4 variables into our study. The second set 
was an expanded variable collection based on clinical 
practice, including all additional variables that would be 
accessible to clinicians at the time of hospital presentation 
for hyperglycemic crises. For this section, we consulted 
experts from the departments of Emergency Medicine, 
Endocrinology, and Critical Care Medicine to identify 
potential factors that might influence the prognosis of 
patients experiencing hyperglycemic crises. Based on 
the clinical experience and relevant frontier literature on 
the etiology, pathology and treatment of hyperglycemic 

crisis, then, combined with the inclusion and exclusion 
criteria, the final 26 variables were included in our study. 
These variables include patient demographics(age, sex, 
body mass index (BMI), type of hyperglycemic crisis and 
course of diabetes), comorbidities(infection, multiple 
system organ failure (MSOF) and Charlson Comorbidity 
Index (CCI)), complications (hypoglycemia, hypokale-
mia and acute kidney injury (AKI)), and procedures (first 
24  h insulin dosage which refers to the total amount of 
insulin administered during the initial 24  h after hospi-
tal admission, first 24 h infusion volume which refers to 
the total volume of intravenous fluids administered dur-
ing the first 24 h of treatment, mechanical ventilation and 
length of stay) and selected laboratory values (blood glu-
cose on admission, HbA1c, pH, actual base excess (ABE), 
actual bicarbonate (AB), anion gap (AG), serum creati-
nine, serum sodium, serum potassium, effective plasma 
osmotic pressure (EPOP)). Most of the variables were 
recorded within 24 h of the patient’s admission including 
demographic information and examination test result. 
Some variables including AKI, length of stay, hypogly-
cemia, and hypokalemia etc. were dynamically collected 
during hospitalization for these indices may be clinical 
relevance, data availability and practical significance. To 
ensure robust modeling, we included variables present in 
at least 90% of the patient records, resulting in a selec-
tion of 17 continuous variables and 9 categorical vari-
ables. The characteristics of these variables are detailed 
in Table  1. Missing data were addressed using multiple 
imputation performed with the R software mice pack-
age (version 3.14). This method employs a Markov Chain 
Monte Carlo (MCMC) approach to predict and replace 
missing values effectively.

The primary outcome of this study was all-cause mor-
tality among patients with hyperglycemic crises during 
hospitalization.

Data cleaning and feature engineering
After performing multiple imputations to address miss-
ing values, we proceeded with data cleaning, splitting the 
data into training set and validation set, and carried vari-
ables selection. This process and the subsequent machine 
learning algorithms were completed using the caret pack-
age of R. Firstly, we used the createDataPartition func-
tion to randomly split the hyperglycemic crisis dataset 
into the training set (80%) and the internal validation set 
(20%), and deleted near-zero variance and zero variance 
variables using the nearZeroVar function, as well as nor-
malized the dataset using the preProcess function. The 
createDataPartition function in the caret package in R is 
a tool used to divide a dataset into subsets such as train-
ing and validation sets. It ensures that the distribution of 
the target variable is preserved across the subsets. This 
is particularly valuable in classification tasks to maintain 
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class proportions (stratified sampling) and in regression 
tasks to ensure balanced distribution. For the training 
set, a combination of random undersampling and syn-
thetic minority oversampling techniques(SMOTE)was 
employed to address the issue of class imbalance between 
positive and negative samples. Second, the recursive fea-
ture elimination (RFE) algorithm based on SHapley Addi-
tive exPlanations values was performed to screen out 
key features. Each algorithm used different methods to 
identify the most important genetic features. The varImp 
function in the caret package was applied to extract the 
important features for each algorithm. Data pre-pro-
cessing workflow of machine learning was displayed in 
Fig. 2. Differences in covariates between the training and 
validation samples were tested using the t-test or non-
parametric equivalent for continuous variables and the 
chi-squared test for categorical or nominal variables.

Machine learning algorithms
Eight ML algorithms from the caret package of R includ-
ing (logistic regression (LR) (method=‘glm’)), support 
vector machines (SVM) with radial basis function kernel 
(method = ‘svmRadial’), random forest (RF) (method = 

Table 1  Characteristics of included variables
Type Variable Missing Complete rate Median P25 P75 Hist
Factor Sex 0 1 - - - ▇▁▁▁▇

Numeric Age(years) 0 1 57 46 69 ▂▅▇▆▁

Numeric Length of stay(days) 0 1 9 6 13 ▇▁▁▁▁

Factor Type of diabetes 0 1 - - - ▁▁▁▁▇

Numeric Course of diabetes 0 1 4 1 10 ▇▂▁▁▁

Factor Infection 0 1 - - - ▇▁▁▁▃

Factor Mechanical ventilation 0 1 - - - ▇▁▁▁▁

Factor Hypoglycemia 0 1 - - - ▇▁▁▁▁

Factor Hypokalemia 0 1 - - - ▇▁▁▁▃

Factor MSOF 0 1 - - - ▇▁▁▁▁

Factor AKI 0 1 - - - ▇▁▁▁▁

Numeric First 24 h insulin dosage 0 1 42 30 58 ▃▇▂▁▁

Numeric First 24 h infusion volume 0 1 3300 2100 5200 ▇▇▃▂▁

Numeric BMI 0 1 22.90 21 24.60 ▂▇▂▁▁

Numeric CCI 0 1 3 2 4 ▅▇▂▁▁

Factor Hyperglycemic crisis type 0 1 - - - ▇▁▁▁▁

Numeric Glucose level before treatment 0 1 23 18.10 30.50 ▇▅▁▁▁

Numeric HbA1c 228 0.863 11.30 9.80 13.10 ▂▇▇▃▁

Numeric pH 0 1 7.29 7.21 7.30 ▁▁▁▁▇

Numeric ABE 424 0.746 -8.85 -16.60 -3.10 ▂▆▇▃▁

Numeric AB 478 0.713 15.20 10 20.30 ▂▇▁▁▁

Numeric AG 480 0.712 17 13.80 21.20 ▆▇▃▁▁

Numeric Serum creatinine 132 0.921 66.10 51 94.10 ▇▁▁▁▁

Numeric Serum sodium 0 1 138 135 141 ▁▇▆▁▁

Numeric Serum potassium 0 1 4.04 3.70 4.50 ▁▇▅▁▁

Numeric EPOP 1 0.999 306 299 315 ▁▇▂▁▁

Factor Inpatient death 0 1 - - - ▇▁▁▁▁

MSOF: multiple system organ failure; AKI: acute kidney injury; BMI: body mass index; CCI: charlson comorbidity index; ABE: actual base excess; AB: actual bicarbonate; 
AG: anion gap; EPOP: Effective plasma osmotic pressure

Fig. 2  Data pre-processing workflow of machine learning

 



Page 6 of 11He et al. BMC Endocrine Disorders           (2025) 25:86 

‘rf ’), recursive partitioning and regression trees (RPART) 
(method = ‘rpart’), extreme gradient boosting with dart 
booster (XGBoost) (method = ‘xgbDART’), multivariate 
adaptive regression splines (MARS) (method = ‘earth’), 
neural network (NNET) (method = ‘nnet’), and adaptive 
boost (AdaBoost) (method = ‘adaboost’) were used in the 
current study.

Logistic regression is a simple and effective model for 
analyzing binary response data in medical studies. It uses 
odds instead of risk in its link function, making interpre-
tation straightforward. This model is known for its ease 
of computation, making it a preferred choice among gen-
eralized linear models [25]. Support vector machine is a 
robust classifier that constructs a boundary between two 
classes, facilitating label predictions based on feature vec-
tors [26, 27]. Random forest model is a powerful ensem-
ble classifier made up of individual decision trees trained 
on various subsets of the data. Each tree in the forest 
works with a limited set of samples (chosen with replace-
ment), and for every split in the tree, a random subset of 
features is considered [28]. RPART is a type of binary tree 
used for classification or regression tasks. It performs a 
search over all possible splits by maximizing an informa-
tion measure of node impurity, selecting the covariate 
showing the best split. XGBoost models make predictions 
using a series of decision trees, representing an interpre-
table model. This model incorporates a measure of how 
much model accuracy is improved by the addition of a 
given variable, with a higher gain value implying greater 
importance in generating a prediction [29]. MARS is an 
adaptive regression procedure well suited to problems 
with a large number of predictor variables. MARS model 
is constructed using a subset of all such possible linear 
spline functions [30]. Neural networks like the human 
brain, connects layers of nodes (neurons) to model an 
output [31]. AdaBoost was a widely used implementa-
tion of boosting and is favored for its accuracy, ease of 
deployment and fast training time [32]. It uses shallow 
decision trees as the base classifiers. Readers are referred 
elsewhere for details on these methods.

For these models, training in caret package can auto-
matically create a grid of tuning parameters by three 
repeated 10-fold cross-validation. The parameters were 
all default parameter in caret package.

Model performance measures
We evaluated the performance of each model by calculat-
ing the following metrics: (i) AUC, which is a widely used 
metric for binary classification problems and describes 
the ability of the models to separate the classes into posi-
tive or negative classes representing the model’s ability 
to distinguish between positive and negative classes. A 
higher AUC indicates better discriminative performance. 
(ii) Sensitivity also referred to as the true positive rate or 

recall, describing what proportion of the correctly clas-
sified decreased hyperglycemic crisis patients out of all 
decreased patients. In essence, sensitivity describes the 
probability that the model predicts a case as “decreased”, 
given that the patient is truly dereased. (iii)Specificity, 
also known as the true negative rate, is the proportion of 
correctly classified surviving patients by the models out 
of all surviving classes from the dataset. (iv)Accuracy, 
which takes into consideration both the sensitivity and 
specificity of the models and describes what proportion 
of all cases or subjects were correctly classified by that 
models. It provides an overall measure of the model’s 
performance across all classes. (v) F1 score, which is a 
weighted average of precision and recall (sensitivity), 
offering a balanced evaluation when comparing these 
two metrics, particularly in cases of imbalanced datasets 
[33]. In addition to these primary metrics, other evalu-
ation indices were considered, including positive predic-
tive value (PPV), negative predictive value (NPV), and 
the kappa value. These supplementary measures provide 
further insights into the models’ agreement and predic-
tive capabilities.

Result
Summary of patients’ characteristic
A total of 1668 hyperglycemic crisis patients were eligi-
ble for the present study. The mortality rate during hos-
pitalization was 7.3% (121/1668). Among these patients, 
1335 (80%) and 333 (20%) patients were allocated to the 
training and validation datasets, respectively. Baseline 
characteristics, including age, sex, length of stay, duration 
of diabetes, type of diabetes, type of hyperglycemic cri-
sis, treatment procedures, comorbidities, and blood gas 
results were compared between the two groups. No sta-
tistically significant differences were observed between 
the training and validation datasets across these param-
eters. This finding highlights the robustness of the ran-
dom sampling method and ensures the comparability of 
the two cohorts. The detailed results of the baseline char-
acteristics are presented in Table 2.

Variable importance
In the training set, we calculated the variable impor-
tance of each predictor for eight models. The variable 
importance was ranked, and up to 10 important predic-
tors including mechanical ventilation, hypoglycemia, 
length of stay, first 24 h insulin dosage, first 24 h infusion 
volume, AG, AB, pH, age, CCI for all eight models are 
shown in supplementary Fig. 1 to Fig. 8. These predictors 
rank slightly differently and some of them are established 
risk predictors for hyperglycemic crisis patients. Except 
the NNET model, mechanical ventilation was ranked top 
one as an important predictor in other seven models. 
For MARS and LR models, mechanic ventilation, CCI, 
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hypoglycemia and age were important predictors. SVM, 
RPART, RF, NNET and AdaBoost models consistently 
identified first 24 h insulin dosage and first 24 h infusion 
volume as top five important predictors. Interestingly, 
MARS, SVM and RF model identified actual bicarbonate 
(AB) as the least important predictor. NNET and RPART 
identified CCI as the least important predictor. The LR 
and AdaBoost models identified length of stay as the least 
important predictor.

Models performance
Table  3 presents a summary of the performance met-
rics for the eight ML algorithms in predicting mortality 
among patients with hyperglycemic crisis. According to 
the results, seven models show good discrimination abil-
ity, with an AUC above 0.9 and with a F1 score between 
0.632 and 0.81. The AdaBoost achieved highest F1 score 
of 0.81. In contrast, the MARS model exhibited moder-
ate discrimination ability with an AUC of 0.861 and a F1 
score of 0.7. Among these models, the logistic regression 
model obtained the lowest sensitivity (0.545) whereas the 
XGBoost model obtained the highest sensitivity (0.818). 
The sensitivities of the remaining six models were 
moderate (0.636–0.818), but the specificities are high 
(0.971–0.99). Notably, the AdaBoost model achieved 
the highest positive predictive value (0.850), while the 
XGBoost model demonstrated the highest negative 
predictive value (0.987). ROC curves that showing the 
performance of eight models in predicting inpatient mor-
tality in patients with hyperglycemic crisis were provided 
and a comparative analysis of the AUC values (95% confi-
dence interval) for each model, using the logistic regres-
sion model as a reference, is depicted in Fig. 3.

Discussion
Hyperglycemic crisis is a life-threatening acute complica-
tion in patients with diabetes mellitus. Therefore, early 
indentification of risk factors affecting the prognosis of 
hyperglycemic crisis patients and timely medical inter-
ventions and appropriate care are crucial for reducing 
mortality rate. Machine learning models have the poten-
tial to assist clinicians in initiating resuscitation at the 
earliest stage and optimizing the allocation of healthcare 
resources.

In this study of 1,668 patients with diagnosis of hyper-
glycaemic crisis during emergency visit, we successfully 
developed models that achieved good predictive perfor-
mance by using data routinely collected within emer-
gency and subsequent treatment based on a big data 
platform. The predictive factors identified in our analy-
sis are closely associated with patient outcomes and are 
readily accessible in most cases of hyperglycemic crisis, 
thereby enhancing their clinical utility. To the best of 
our knowledge, this is the first study to employ multiple 
machine learning approaches with a comprehensive set 
of predictors to forecast the prognosis of patients with 
hyperglycemic crisis. This innovative approach repre-
sents a significant advancement in the use of big data 
and machine learning for critical care in diabetes-related 
emergencies.

This study utilized eight machine learning algorithms 
to develop models capable of accurately predicting mor-
tality risk in patients with hyperglycemic crisis. The 
selected variables are clinically relevant to prognosis, 

Table 2  Comparation of baseline characteristics between 
training dataset and validation dataset
Variable Training 

N = 1335 (80%)
Testing 
N = 333 (20%)

P-val-
ue£

Sex(%)
   Man 697 (52.2) 182 (54.7) 0.460
   Women 638 (47.8) 51 (45.3)
Age(years) 57 (45, 69) 59 (48, 69) 0.176
Length of stay(days) 9 (6, 13) 9 (6, 13) 0.460
Type of diabetes(%)
   Type 1 diabetes 138 (10.3) 24 (7.2) 0.105
   Type 2 diabetes 1197 (89.7) 309 (92.8)
Course of diabetes 4 (1, 10) 4 (0, 10) 0.770
Infection(%) 365 (27.3) 90 (27.0) 0.963
Mechanical ventilation(%) 80 (6.0) 27 (8.1) 0.199
Hypoglycemia(%) 79 (5.9) 18 (5.4) 0.821
Hypokalemia(%) 442 (33.1) 104 (31.2) 0.557
MSOF(%) 51(3.8) 15 (4.5) 0.678
AKI(%) 49 (3.7) 16 (4.8) 0.425
First 24 h insulin dosage 30 (10, 44) 40 (30, 55) 0.140
First 24 h infusion volume 3300 (2100, 

5400)
3000 (2000, 
5000)

0.155

BMI 22.9 (20.9, 24.5) 23 (21, 25.2) 0.220
CCI 3 (2, 4) 3 (2, 4) 0.113
Hyperglycemic crisis type(%)
   DKA 1097 (82.2) 282 (84.7) 0.147
   HHS 95 (7.1) 27 (8.1)
   DKA&HHS 143 (10.7) 24 (7.2)
Glucose level 
before treatment

23 (18, 30.5) 23.2 (18.3, 30.4) 0.981

   HbA1c 11.2 (9.76, 13.1) 11.3 (10, 13) 0.968
   pH 7.29 (7.21, 7.3) 7.28 (7.21, 7.3) 0.539
   ABE -8.7 (-16.6, -3.15) -9.1 (-16.4, -3) 0.966
   AB 15.2 (10, 20.0) 15.3 (10, 20.8) 0.897
   AG 17 (13.8, 21.8) 17 (14, 20.2) 0.954
   Crea 66 (51, 94.9) 66.7 (51.6, 93.7) 0.729
   Na+ 138 (135, 141) 138 (135, 141) 0.453
   K+ 4.02 (3.70, 4.5) 4.1 (3.72, 4.5) 0.357
   EPOP 306 (299, 316) 306 (300, 315) 0.989
   Inpatient death 99 (7.4%) 22 (6.6%) 0.6957
Categorical data are presented as n (%),and continuous data as median 
(interquartile ranges); DKA: diabetic ketoacidosis; HHS: hyperglycemic 
hyperosmolar state; MSOF: multiple system organ failure; AKI: acute kidney 
injury; BMI: body mass index; CCI: charlson comorbidity index;

ABE: actual base excess; AB: actual bicarbonate; AG: anion gap; EPOP: Effective 
plasma osmotic pressure; £:based on univariate analysis
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and available in most HC patients. Although LR is often 
regarded as the most appropriate model for predicting 
complications associated with diabetes mellitus [34], 
it may not present the optimal choice for predicting in-
hospital mortality in patients with hyperglycaemic crisis. 
Our finding show that, when using the LR model as a 
reference, all machine learning models, with the excep-
tion of the MARS model, outperformed the LR model in 
predicting in-hospital all-cause mortality among patients 
with hyperglycaemic crisis.

Previous studies have demonstrated that the mortal-
ity in patients with hyperglycaemic crisis is associated 
with age, level of consciousness upon admission, pH and 
plasma osmolality levels [4, 35, 36]. In addition to these 
factors,, we found that actual bicarbonate and anion gap 
levels were also associated with prognosis in patients 
with hyperglycaemic crisis. Regarding effective plasma 
osmolality and serum creatinine, previous study [17] 

conducted on patients with HHS noted that both effec-
tive plasma osmolality and serum creatinine values were 
higher in the deceased patients compared to survivors, 
suggesting that these variables may serve as indicators 
of poor prognosis in these patients population. However, 
these two indicators did not be screen into final predic-
tion models in this study. This may be related to the fact 
that we included not only HHS patients but also DKA 
patients. Consequently, further research is required to 
better understand the relationship between these indi-
cators and patient outcomes across different types of 
hyperglycemic crises.

In addition, this study is the first to identify mechanical 
ventilation as a predictor of mortality in patients experi-
encing hyperglycaemic crises. Previous studies have also 
reported that 30-day mortality in critically ill patients 
receiving mechanical ventilation in the intensive care 
unit (ICU) was 3.3 times higher than that in patients not 
receiving mechanical ventilation [37]. Despite this evi-
dence, no previous studies have specifically investigated 
the prognostic value of mechanical ventilation in the con-
text of hyperglycaemic crises. This is a new finding, but 
not surprising, as receiving mechanical ventilation means 
that patients are more severely ill and also prone to com-
plicate such as ventilator-associated pneumonia and ven-
tilator-induced lung injury [38].

In our study, all machine learning models consis-
tently infentified that the first 24-hour infusion volume 
and first 24-hour insulin dosage as prognostic predic-
tors for patients with hyperglycaemic crisis. This may 
be explained by the prominent clinical manifestations 
of hyperglycaemic crisis, namely severe dehydration and 
hyperglycaemia. The primary treatments for which are 
mainly rehydration and insulin therapy [13, 39], and the 
amount of intravenous fluids and insulin dose adminis-
tered in the first 24-hour may, to some extent, reflect the 
severity of the condition. Furthermore, consistent with 
the findings of Pasquel et al. [3]. our study revealed that 
the occurrence of hypoglycemia and hypokalemia dur-
ing hospitalization significantly affected the prognosis of 

Table 3  Performance of different machine learning models for prediction of hyperglycemic crisis outcome
Criteria LR SVM RF RPART XGBoost MARS NNET AdaBoost
AUC 0.909 0.968 0.968 0.970 0.929 0.861 0.925 0.945
CI 95%(AUC) 0.832–0.972 0.945–0.986 0.947–0.987 0.935–0.987 0.879–0.969 0.755–0.965 0.877–0.960 0.904–0.973
ACC 0.958 0.970 0.970 0.952 0.970 0.964 0.952 0.976
CI 95%(ACC) 0.931–0.977 0.946–0.986 0.946–0.986 0.923–0.972 0.946–0.986 0.938–0.981 0.923–0.972 0.953–0.990
Kappa 0.610 0.746 0.746 0.626 0.767 0.681 0.611 0.797
Sensitivity 0.545 0.727 0.727 0.682 0.818 0.636 0.636 0.773
Specificity 0.987 0.987 0.987 0.971 0.981 0.987 0.974 0.990
PPV 0.750 0.800 0.800 0.625 0.750 0.778 0.636 0.850
NPV 0.968 0.981 0.981 0.977 0.987 0.975 0.974 0.984
F1 0.632 0.762 0.762 0.652 0.783 0.700 0.636 0.810
AUC: Area under curve; ACC: Accuracy; CI: Confidence interval; PPV: Positive predictive values; NPV: Negative predictive values

Fig. 3  Validated discrimination for in-hospital mortality in eight models
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patients with hyperglycemic crisis. This is due to the use 
of insulin therapy, which leads to patients being prone to 
complications such as hypoglycemia and hypokalemia 
[40-42], which can be life-threatening if left untreated. 
This serves as a reminder to clinicians that, in addition 
to aggressive intravenous rehydration and insulin ther-
apy, blood potassium and blood glucose levels should be 
dynamically assessed and treatment regimens adjusted as 
needed.

Our study revealed that length of stay(LOS) display an 
important indicator in predicting in-hospital mortality of 
patients with hyperglycemic crisis. LOS often correlates 
with the complexity of the clinical case, the severity of 
illness, and the response to treatment. Clinical practitio-
ners cannot respond appropriately to emergency cases 
because the number of patients with longer length of stay 
exceeds the patient-handling capacity of standard medi-
cal services and personnel. Prolonged length of stay low-
ers performance in managing new emergency cases and 
increases the risk of delayed treatment, mortality, mor-
bidity, and patient complaints(43).

Studies have demonstrated that prolonged length of 
hospital stays are frequently associated with higher mor-
bidity, comorbid conditions, or delayed recovery pro-
cesses. Liu et al. used machine learning for predicting 
in-hospital mortality in elderly patients with heart failure 
combined with hypertension and result demonstrated 
that LOS was the most related factor [43]. Dilek reported 
that LOS ≥ 4 days was independent risk factor of in-hos-
pital mortality [44]. Arnold et al. [45] reported that LOS 
was directly associated with the risk of mortality from 
pneumonia among elderly patients. For dynamic pre-
diction models, LOS can be considered a time-varying 
variable for continuous monitoring. As a patient’s LOS 
increases, the model can iteratively update this variable 
and reassess the patient’s risk of mortality based on the 
newly updated data. This approach leverages the tempo-
ral changes in LOS to enhance the model’s capacity for 
dynamic monitoring of patient prognosis over time.

There are some limitations in our study. First, since all 
the data was retrospectively collected from Intelligent 
Medical Dataset platform of Chongqing Medical Univer-
sity, the data may have a selection bias. However, the data 
was collected from six separate medical centers, and the 
sample size was large enough to enable us to carry out 
internal validation. Regretfully, we didn’t carry out exter-
nal validation, which is something we will further explore 
and validate in the future. Secondly, there are some dif-
ficulties in implementing prediction models with many 
predictors in emergency clinical practice. Variables used 
as inputs to the machine learning algorithms were those 
that are typically obtainable or evaluated in most cases. 
However, the prediction might be influenced slightly 
according to the variables and might be adjusted with 

consideration for their availability when incorporated. 
In the future, we suggest carrying out a bigger sample, 
multi-center and prospective study to further validate 
our results. Thirdly, one issue of class imbalance in our 
dataset exists, and it may potentially impact the model’s 
performance and generalizability. However, to mitigate 
the impact of class imbalance, we employed undersam-
pling, class-weight adjustments, or synthetic data genera-
tion techniques like SMOTE during the training phase. 
Although appropriate methods were used to address the 
issue of class imbalance, this problem is still relatively 
common in studies involving predictive models using big 
dataset.

Conclusion
The hyperglycemic crisis is a significant cause of inpa-
tient mortality for diabetic patients. Patients often attend 
in the emergency department and they require immedi-
ate evaluation and treatment. Hyperglycaemic crisis rep-
resent a significant cause of inpatient mortality among 
diabetic patients. These patients frequently present to 
emergency departments, necessitating immediate evalu-
ation and treatment. In this study, we developed and 
validated predictive models utilizing machine learning 
algorithms to estimate the risk of mortality in patients 
experiencing hyperglycaemic crises. These models rely 
on commonly available clinical indicators during emer-
gency admission and hospitalization, offering poten-
tial benefits for clinical decision-making and prognostic 
assessments.

The early identification of mortality risk in hypergly-
caemic crisis patients is critical for enabling clinicians to 
implement timely and appropriate medical interventions. 
Such measures not only conserve medical resources but 
also improve patient survival outcomes. As demonstrated 
by the results of our study, machine learning provides a 
promising alternative approach to traditional methods 
for mortality risk prediction in this population.

We developed and validated models using machine 
learning algorithms to predict the risk of death in hyper-
glycaemic crisis patients with common indicators during 
emergency admission and hospitalization, with implica-
tions for clinical decision-making and prognostic predic-
tion. Early prognostic prediction of hyperglycemic crisis 
is essential for clinicians to take prompt and appropriate 
medical measures so that can save medical resources and 
improve survival outcomes. As our study results dem-
onstrated, machine learning is a promising alternative 
approach for mortality risk prediction in hyperglycemic 
crisis patients.
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